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Abstract
Machine learning (ML) is increasingly being integrated into real-time embedded 
systems, enabling intelligent decision-making in applications such as autonomous 
driving and industrial automation. However, ensuring predictable execution of deep 
neural network (DNN) inference remains a major challenge, as real-time systems 
must meet strict timing constraints to guarantee safety and reliability. This paper 
identifies key challenges in achieving real-time AI inference in embedded systems, 
including limited memory capacity, high energy consumption, efficient multi-DNN 
scheduling, and heterogeneous resource management. To address these challenges, 
we emphasize the need for advanced scheduling algorithms to efficiently allocate 
heterogeneous computing resources across multiple DNNs, hierarchical memory 
management to reduce memory bottlenecks, and real-time neural architecture search 
and optimization techniques to enhance AI model performance under strict timing 
constraints. Furthermore, we discuss future research directions aimed at improv-
ing real-time AI execution, including time-predictable scheduling frameworks to 
ensure consistent inference latency, cross-device AI workload management to opti-
mize resource utilization across heterogeneous processors, and benchmarking meth-
odologies to systematically evaluate performance, timing guarantees, and energy 
efficiency in real-time AI systems. Advancing these research areas will enhance the 
reliability, efficiency, and scalability of AI-driven embedded systems, bridging the 
gap between ML advancements and real-time system requirements.
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1  Introduction

The rapid advancement of machine learning (ML) in embedded systems has revo-
lutionized industries ranging from autonomous driving to industrial automation. 
However, while ML-driven decision-making offers enhanced functionality and 
intelligence, ensuring predictable execution times remains a formidable chal-
lenge. Deep neural networks (DNNs) require significant computational resources, 
often exceeding the constraints of embedded platforms with limited processing 
power and memory.

In real-time systems, ensuring deterministic behavior is not optional; instead, it 
is a fundamental requirement. Timing unpredictability in ML inference can lead 
to failures in safety-critical applications, such as autonomous vehicles missing 
hazard detection deadlines or robotic control systems failing to respond promptly 
to environmental changes. The challenge extends beyond raw computational 
power; optimizing execution order, managing memory efficiently, and coordinat-
ing heterogeneous processing units are critical to achieving real-time inference.

Recently, real-time systems research has been actively integrated into machine 
learning, with studies such as Kang et al. (2022a), Bateni and Liu (2018), Zhou 
et al. (2018), Yang et al. (2019), Xiang and Kim (2019), and Kang et al. (2021) 
proposing real-time scheduling frameworks for DNNs across various environ-
ments, aiming to meet stringent timing constraints and ensure reliable execution 
guarantees. Additionally, studies like Kang et al. (2022b) and Kang et al. (2024a) 
have demonstrated that employing real-time scheduling for specific tasks, such as 
object detection, can enhance performance while significantly improving safety. 
Beyond scheduling, effective memory management is essential for real-time DNN 
inference. To ensure predictable execution, real-time scheduling frameworks 
should effectively mitigate GPU memory bottlenecks. In this context, studies 
such as Kang et al. (2024b) and Ji et al. (2022) have proposed memory manage-
ment techniques that optimize data movement and allocation, reducing memory 
contention while ensuring timely execution.

This paper promotes the creation of innovative real-time scheduling frame-
works that ensure execution deadlines for ML inference in embedded systems. 
This step is crucial for maintaining the intelligence and predictability of AI-
driven embedded systems. We also discuss recent research initiatives that have 
addressed these challenges and propose future research directions necessary to 
reconcile AI with stringent real-time requirements.

2 � Challenges in real‑time AI model inference

2.1 � Memory constraints in AI execution

Novel scheduling and memory management techniques must be developed to 
enable AI models to run efficiently on embedded systems with extremely limited 



261Real-Time Systems (2025) 61:259–267	

internal memory. The use of small embedded devices with diverse processor 
units, such as TPUs and NPUs, has increased rapidly. However, there has been 
insufficient research addressing the utilization of these processor units, particu-
larly in ensuring real-time guarantees. Currently, DNNs face compatibility and 
efficiency challenges when executed on processor units other than GPUs. Devel-
oping scheduling strategies for DNNs on these alternative units can significantly 
enhance embedded system performance. In addition, new compression techniques 
that are targeted at specific processor units, external memory optimization, and 
advanced memory-swapping mechanisms should be further explored.

2.2 � Energy‑efficient real‑time AI execution

Many embedded systems, such as drones, UAVs, and battery-powered IoT devices, 
operate under stringent power constraints, necessitating efficient energy manage-
ment strategies. While dynamic voltage and frequency scaling (DVFS) has been 
widely studied for general power optimization, its integration with task-specific 
scheduling to minimize energy consumption while ensuring real-time guarantees 
for ML remains largely unexplored since DVFS assumes a relatively predictable 
environment, whereas AI models are very data-dependent. Furthermore, hardware-
software co-design approaches that leverage architectural optimizations, adaptive 
scheduling, and workload-aware power management strategies are essential for max-
imizing energy efficiency without compromising critical timing constraints.

2.3 � Multi‑DNN real‑time scheduling

Emerging machine learning applications increasingly require the concurrent execu-
tion of multiple DNN models on a single embedded system, each with varying pri-
orities and deadlines. Inefficient scheduling can lead to processor failures, degraded 
performance, and missed real-time constraints. To address this, advanced schedul-
ing techniques must be developed to effectively manage resource allocation while 
leveraging intermediate layer outputs to maximize computational efficiency and 
minimize redundancy. Moreover, further advancements in scheduling algorithms 
are necessary to efficiently handle inter-model dependencies and optimize execution 
order, thereby preventing resource contention and latency bottlenecks.

2.4 � Heterogeneous computing optimization

Heterogeneous computing has become essential for embedded AI workloads, 
which increasingly rely on diverse processing units such as GPUs, TPUs, NPUs, 
and custom accelerators to balance performance, power efficiency, and real-time 
constraints. However, research on effectively leveraging these accelerators remains 
in its early stages, requiring significant advancements in workload scheduling and 
resource management. One of the key challenges is the limited on-chip memory 
available in many of these accelerators, making it infeasible to store entire DNN 
models. To overcome this, models must be segmented into smaller portions that fit 
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within the available memory, requiring efficient memory allocation strategies and 
dynamic execution order management. While some segmentation techniques have 
been explored, they often fail to account for real-time constraints, necessitating fur-
ther refinement.

Addressing these challenges is crucial for ensuring real-time guarantees in AI 
model inference on resource-constrained embedded systems. By advancing research 
in memory optimization, energy-efficient execution, multi-DNN scheduling, and 
heterogeneous computing, the real-time AI community can pave the way for more 
predictable, efficient, and scalable AI deployments in critical applications.

3 � Future research directions

Implementing real-time AI inference in embedded systems presents multiple chal-
lenges related to execution determinism, memory efficiency, scheduling, and hetero-
geneous computing. In this section, while addressing the challenges above in detail, 
we illustrate our future research areas and highlight the methods that focus on time-
predictable execution, hierarchical memory management, neural architecture search 
(NAS) with real-time constraints, cross-device AI scheduling, and the development 
of benchmarking frameworks.

3.1 � Time‑predictable system software

Ensuring time-predictable execution in embedded systems requires the develop-
ment of real-time scheduling algorithms that minimize execution variability [e.g., 
a few millisecond inference time variance (Kang et al. 2022b)]. Current AI models 
lack deterministic execution behavior, leading to unpredictable inference latencies. 
We propose the design of deadline-aware scheduling algorithms for multi-DNN 
workloads, allowing concurrent execution without violating real-time constraints. 
Adaptive scheduling mechanisms that dynamically adjust AI model configurations 
based on real-time constraints are necessary to optimize inference latency. To fur-
ther refine execution predictability, a feedback-driven scheduling framework will be 
implemented to iteratively refine AI model selection and execution order based on 
empirical performance data.

3.2 � Hierarchical memory optimization for real‑time AI

Hierarchical memory optimization is another critical aspect of real-time AI infer-
ence. Many embedded systems utilize multi-tiered memory architectures, which 
include on-chip SRAM, DRAM, and external storage such as SSD or zRAM. Tra-
ditional AI inference pipelines suffer from excessive memory access overhead when 
DNN models exceed available memory. To address this, we aim to develop real-time 
memory swapping mechanisms that allow AI inference on resource-limited devices 
while minimizing data transfer overhead. Furthermore, DNN partitioning strategies 
will be implemented to divide large models into smaller segments that fit within 
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constrained memory spaces. Efficient scheduling of data movement will be incor-
porated to ensure that inference execution overlaps with memory transfers, thereby 
reducing latency.

3.3 � Neural architecture search with real‑time constraints

Optimizing neural architecture search (NAS) for real-time constraints is also a key 
research challenge. Existing NAS frameworks focus on optimizing accuracy and 
model size but fail to consider execution-time constraints. We plan to extend the 
NAS methodologies to optimize multiple DNN architectures simultaneously while 
incorporating computational deadlines and energy constraints into the model selec-
tion process. The development of constraint-aware search algorithms will ensure 
that selected models comply with execution deadlines before deployment. A proba-
bilistic real-time guarantee mechanism will also be introduced to predict whether an 
architecture will meet its timing constraints.

3.4 � Cross‑device AI scheduling for heterogeneous computing

As embedded systems increasingly incorporate heterogeneous computing archi-
tectures, effective scheduling of AI workloads across different processors is essen-
tial. The diversity of processing units, including MCUs, GPUs, TPUs, NPUs, and 
FPGAs, introduces challenges in workload distribution and resource allocation. 
Developing workload-aware task scheduling algorithms that dynamically assign 
AI inference tasks to the most appropriate processing unit based on real-time con-
straints and hardware capabilities is needed. In addition, latency-sensitive resource 
management strategies will be introduced to optimize data movement across these 
devices and improve inference efficiency. To enhance execution scalability, a cross-
device AI execution pipeline will be designed to dynamically adapt to variations in 
processing power and available memory.

3.5 � Real‑time AI benchmarking and testbed development

The development of real-time AI benchmarking and testbeds is necessary to validate 
the proposed scheduling and optimization strategies. The absence of standardized 
benchmarking frameworks makes it difficult to compare different real-time AI infer-
ence techniques. To address this, we plan on establishing a benchmarking frame-
work that models realistic workloads derived from autonomous systems, robotics, 
and edge computing applications. This will include the development of end-to-end 
evaluation pipelines that assess inference latency, execution predictability, and 
energy efficiency under real-world conditions.

Continuing in the research directions discussed above, our research team aims to 
bridge the gap between the design of the AI model and real-time execution. The pro-
posed approaches are expected to enable the next generation of high-performance, 
low-latency embedded AI systems, ensuring reliable and deterministic inference 
under stringent computational constraints.
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4 � Conclusion

The intersection of real-time systems and ML presents both challenges and opportu-
nities for embedded computing. Our future research focuses on addressing memory 
limitations, optimizing execution predictability, and developing novel scheduling 
methodologies to ensure AI models can operate reliably within real-time constraints. 
By implementing these strategies, we believe that it will improve the feasibility of 
deploying intelligent applications on resource-constrained embedded platforms.
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